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Generic examples

1) Common notion in everyday life
2) Shortest path
3) Euler-Lagrange differential equation
4) Variational approach to compute the upper 

limit of ground state of a typical system
5) Many physical systems are governed by 

minimization principle (Gravity, 
Thermodynamics, …)
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Transformation into the optimization problems

1) Determination of the self affine properties of polymers in random media 
2) Study of interfaces and elastic manifolds in disordered environments
3) Investigation of the low-temperature behavior of disordered magnets 
4) Investigation of morphology of fox line in superconductors
5) Solution of Protein Folding
6) Calculation of ground state of electronic systems
7) Optimization of laser fibers 
8) .
9) .
10) .
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مفهوم و جایگاه روشهای بهینه سازی

Canonical definition of Linear optimization

(cost function)

Find 
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Table 1. The statistical significance between various complexity
measures computed for isolated and binary MSPs. The p-value
refers to the probability of obtaining the di↵erence between com-
plexity measures computed for isolated and binary MSPs at least
as higher than the computed value.

Measure Binary MSP Isolated MSP p-value(%)

Df (10 cm) 1.08±0.05 1.16±0.04 8.9

Df (20 cm) 1.05±0.02 1.12±0.03 2.2

Df (50 cm) 1.12±0.06 1.21±0.07 8.3

WPE (10 cm) 0.36±0.17 0.51±0.15 7.8

WPE (20 cm) 0.15±0.02 0.21±0.03 4.2

WPE (50 cm) 0.37±0.20 0.39±0.12 43

CMMWPE 1.26±0.05 1.35±0.06 32

CMMWPE
(10 and 20 cm) 1.13±0.15 1.19±0.10 27

CMMWPE
(10 and 30 cm) 1.10±0.10 1.15±0.08 24

CMMWPE
(20 and 30 cm) 1.12±0.13 1.18±0.06 22

tuations behave as decreasing functions versus altitude (Fig.
8). In other words, by decreasing the altitude, the SNR be-
comes e↵ectively low, and therefore, those measures which
are a↵ected by small fluctuations, namely LZA, SE, and
CMSE increase.

We divided the MSPs sample into isolated and binary
sub-samples and applying the complexity measures on these
observed data. Since large fluctuations including main peak
and sub-pulses are our favorite parts of PP, we applied SVD
denoising pre-process to remove noises and keep trends. Ac-
cording to the sensitivity of class 2 complexity measures
to the small fluctuations, they are not suitable measures
to distinguish between di↵erent categories of PPs. On the
other hand, the class 1 complexity measures such as the
Df ⌘ D(q = 0), WPE, and our new measure, CMMWPE,
are the powerful criteria to distinguish between binary and
isolated MSPs (Table 1). Our results confirmed that after
applying SVD for denoising series, the isolated MSPs have
more complex PPs.

Finally, we explored the various complexity parameters
and examined their statistical relation to characteristic
parameters of MSPs. We have found a meaningful anti-
correlation between the complexity of PPs and the flux
density, S1400 when the CMMWPE is considered (Fig. 9).
This result is justified that the decreasing of flux density
and simultaneously, increasing the pulse profile complexi-
ties are both associated with the increase in the emission
altitude (Table 2). If we assume a fixed radiation power,
S1400 for a wider radiation opening angles goes down. A
wider opening angle can include more radiating regions
on the pulsar and this in turn increases the complexity of
the pulse profile, potentially. Therefore, we speculate that
this can explain the anti-correlation between S1400 and the
complexity of PP as is shown in Fig.9

Final remarks are that utilizing the topological data
analysis under the banner of the homology group (Zomoro-
dian 2005; Carlsson 2009) and general implementation of
topological and geometrical measures (Matsubara 2003)
accompanying complex network approaches (Albert &
Barabási 2002; Zomorodian 2016) enable us to get the deep
insight into the physics of MSPs. In addition, our approach
may provide a new routine to estimate the emission altitude
of pulsars (Kijak & Gil 2003; Thomas & Gangadhara 2010).
We plan to examine mentioned ideas in our future studies.

X = (x
1

, x

2

, ..., xN )

C

T
X

AX  B

X � 0

X = (x
1

, x

2

, ..., xN )

X 2 R

H ⇢ R

(31)

7 ACKNOWLEDGMENT

The authors wish to thank Lawrence Toomey for his fan-
tastic tutorials about installing TEMPO2 and PSRCHIVE
pulsar timing software packages. Thanks to Duncan Lorimer
and Mathew Bailes for their useful recommendations about
the complexity of pulse profiles. We are also thankful to
Andrew Lyne for sharing valuable information about the
observation details.

DATA AVAILABILITY

The newly generated data and computational program un-
derlying this article will be shared at reasonable request to
the corresponding author.

REFERENCES

Ahmed M. U., Mandic D. P., 2011, Physical Review E, 84, 061918
Al-Angari H. M., Sahakian A. V., 2007, IEEE Transactions on

Biomedical Engineering, 54, 1900
Albert R., Barabási A.-L., 2002, Reviews of modern physics, 74,

47
Alpar M., Cheng A., Ruderman M., Shaham J., 1982, Nature,

300, 728
Andre H., Perdang J. M., 2008, Applying fractals in astronomy.

Vol. 3, Springer Science & Business Media
Andronache I. C., Peptenatu D., Ciobotaru A.-M., Gruia A. K.,
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refers to the probability of obtaining the di↵erence between com-
plexity measures computed for isolated and binary MSPs at least
as higher than the computed value.
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tuations behave as decreasing functions versus altitude (Fig.
8). In other words, by decreasing the altitude, the SNR be-
comes e↵ectively low, and therefore, those measures which
are a↵ected by small fluctuations, namely LZA, SE, and
CMSE increase.

We divided the MSPs sample into isolated and binary
sub-samples and applying the complexity measures on these
observed data. Since large fluctuations including main peak
and sub-pulses are our favorite parts of PP, we applied SVD
denoising pre-process to remove noises and keep trends. Ac-
cording to the sensitivity of class 2 complexity measures
to the small fluctuations, they are not suitable measures
to distinguish between di↵erent categories of PPs. On the
other hand, the class 1 complexity measures such as the
Df ⌘ D(q = 0), WPE, and our new measure, CMMWPE,
are the powerful criteria to distinguish between binary and
isolated MSPs (Table 1). Our results confirmed that after
applying SVD for denoising series, the isolated MSPs have
more complex PPs.

Finally, we explored the various complexity parameters
and examined their statistical relation to characteristic
parameters of MSPs. We have found a meaningful anti-
correlation between the complexity of PPs and the flux
density, S1400 when the CMMWPE is considered (Fig. 9).
This result is justified that the decreasing of flux density
and simultaneously, increasing the pulse profile complexi-
ties are both associated with the increase in the emission
altitude (Table 2). If we assume a fixed radiation power,
S1400 for a wider radiation opening angles goes down. A
wider opening angle can include more radiating regions
on the pulsar and this in turn increases the complexity of
the pulse profile, potentially. Therefore, we speculate that
this can explain the anti-correlation between S1400 and the
complexity of PP as is shown in Fig.9

Final remarks are that utilizing the topological data
analysis under the banner of the homology group (Zomoro-
dian 2005; Carlsson 2009) and general implementation of
topological and geometrical measures (Matsubara 2003)
accompanying complex network approaches (Albert &
Barabási 2002; Zomorodian 2016) enable us to get the deep
insight into the physics of MSPs. In addition, our approach
may provide a new routine to estimate the emission altitude
of pulsars (Kijak & Gil 2003; Thomas & Gangadhara 2010).
We plan to examine mentioned ideas in our future studies.
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8). In other words, by decreasing the altitude, the SNR be-
comes e↵ectively low, and therefore, those measures which
are a↵ected by small fluctuations, namely LZA, SE, and
CMSE increase.

We divided the MSPs sample into isolated and binary
sub-samples and applying the complexity measures on these
observed data. Since large fluctuations including main peak
and sub-pulses are our favorite parts of PP, we applied SVD
denoising pre-process to remove noises and keep trends. Ac-
cording to the sensitivity of class 2 complexity measures
to the small fluctuations, they are not suitable measures
to distinguish between di↵erent categories of PPs. On the
other hand, the class 1 complexity measures such as the
Df ⌘ D(q = 0), WPE, and our new measure, CMMWPE,
are the powerful criteria to distinguish between binary and
isolated MSPs (Table 1). Our results confirmed that after
applying SVD for denoising series, the isolated MSPs have
more complex PPs.

Finally, we explored the various complexity parameters
and examined their statistical relation to characteristic
parameters of MSPs. We have found a meaningful anti-
correlation between the complexity of PPs and the flux
density, S1400 when the CMMWPE is considered (Fig. 9).
This result is justified that the decreasing of flux density
and simultaneously, increasing the pulse profile complexi-
ties are both associated with the increase in the emission
altitude (Table 2). If we assume a fixed radiation power,
S1400 for a wider radiation opening angles goes down. A
wider opening angle can include more radiating regions
on the pulsar and this in turn increases the complexity of
the pulse profile, potentially. Therefore, we speculate that
this can explain the anti-correlation between S1400 and the
complexity of PP as is shown in Fig.9

Final remarks are that utilizing the topological data
analysis under the banner of the homology group (Zomoro-
dian 2005; Carlsson 2009) and general implementation of
topological and geometrical measures (Matsubara 2003)
accompanying complex network approaches (Albert &
Barabási 2002; Zomorodian 2016) enable us to get the deep
insight into the physics of MSPs. In addition, our approach
may provide a new routine to estimate the emission altitude
of pulsars (Kijak & Gil 2003; Thomas & Gangadhara 2010).
We plan to examine mentioned ideas in our future studies.
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Table 1. The statistical significance between various complexity
measures computed for isolated and binary MSPs. The p-value
refers to the probability of obtaining the di↵erence between com-
plexity measures computed for isolated and binary MSPs at least
as higher than the computed value.

Measure Binary MSP Isolated MSP p-value(%)
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tuations behave as decreasing functions versus altitude (Fig.
8). In other words, by decreasing the altitude, the SNR be-
comes e↵ectively low, and therefore, those measures which
are a↵ected by small fluctuations, namely LZA, SE, and
CMSE increase.

We divided the MSPs sample into isolated and binary
sub-samples and applying the complexity measures on these
observed data. Since large fluctuations including main peak
and sub-pulses are our favorite parts of PP, we applied SVD
denoising pre-process to remove noises and keep trends. Ac-
cording to the sensitivity of class 2 complexity measures
to the small fluctuations, they are not suitable measures
to distinguish between di↵erent categories of PPs. On the
other hand, the class 1 complexity measures such as the
Df ⌘ D(q = 0), WPE, and our new measure, CMMWPE,
are the powerful criteria to distinguish between binary and
isolated MSPs (Table 1). Our results confirmed that after
applying SVD for denoising series, the isolated MSPs have
more complex PPs.

Finally, we explored the various complexity parameters
and examined their statistical relation to characteristic
parameters of MSPs. We have found a meaningful anti-
correlation between the complexity of PPs and the flux
density, S1400 when the CMMWPE is considered (Fig. 9).
This result is justified that the decreasing of flux density
and simultaneously, increasing the pulse profile complexi-
ties are both associated with the increase in the emission
altitude (Table 2). If we assume a fixed radiation power,
S1400 for a wider radiation opening angles goes down. A
wider opening angle can include more radiating regions
on the pulsar and this in turn increases the complexity of
the pulse profile, potentially. Therefore, we speculate that
this can explain the anti-correlation between S1400 and the
complexity of PP as is shown in Fig.9

Final remarks are that utilizing the topological data
analysis under the banner of the homology group (Zomoro-
dian 2005; Carlsson 2009) and general implementation of
topological and geometrical measures (Matsubara 2003)
accompanying complex network approaches (Albert &
Barabási 2002; Zomorodian 2016) enable us to get the deep
insight into the physics of MSPs. In addition, our approach
may provide a new routine to estimate the emission altitude
of pulsars (Kijak & Gil 2003; Thomas & Gangadhara 2010).
We plan to examine mentioned ideas in our future studies.
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Some keywords: 
- Feasible region:  A set of value of X which fulfills or 
satisfies all conditions;
- Robustness: Resilience against  perturbation; 
- Complexity: Time and algorithms   
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Optimization Flowchart

4

different problems. Purpose of formulation is to create a
mathematical model of the optimal design problem, which then
can be solved using an optimization algorithm. Figure 1 shows an
outline of the steps usually involved in an optimal design
formulation.

https://mech.iitm.ac.in/meiitm/



Optimization Flowchart

A) Design variables
- Model building
- Observable quantities
- Prior informations



Optimization Flowchart

B) Constraints
- Geometry and topology
- Boundary conditions (periodic boundary, ….) 



Optimization Flowchart

C) Objective Function (cost function)
- Posterior and Likelihood
- Hamiltonian
- Entropy
- Thermodynamic Potential
- Nature-inspired functions 



Optimization Flowchart

D) Variable bounds
- Variable domains coming from theories or 

experiments



Optimization Flowchart

E) Optimization Algorithms
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Figure 1: Evolution of physics-inspired optimization algorithms.

by quantum mechanics in 1982, paved way for physics-
inspired optimization algorithms. With this, the concept of
quantum computing was developed and in 1995 Narayanan
and Moore [9] proposed Quantum-Inspired Genetic Algo-
rithm (QGA).This is the beginning of physics-inspired opti-
mization algorithms. After half a decade later, in 2002, Han
and Kim proposed Quantum-Inspired Evolutionary Algo-
rithm (QEA). In 2004 Quantum-Inspired Particle Swarm
Optimization (QPSO) was proposed by Sun et al. [10] and
in 2007 another swarm-basedQuantum Swarm Evolutionary
Algorithm (QSE) was proposed by Wang et al. [11]. Apart
from the quantummechanics, other principles and theorems
of physics also begun to draw the attention of researchers.
In 2003, Birbil and Fang [12] proposed Electromagnetism-
like (EM) mechanism based on the superposition principle
of electromagnetism. Big Bang-Big Crunch (BB-BC) [13]
based on hypothetical theorem of creation and destruction
of the universe was proposed in 2005. Based on Newton’s
gravitational law and laws of motion algorithms emerged
such as CFO [14] by Formato in 2007, GSA by Rashedi
et al. [15], APO by Xie et al. [16] in 2009, and GIO by
Flores et al. [17] in 2011. Hysteretic Optimization (HO) [18]
based on demagnetization process was proposed in 2008.
In 2010, Kaveh and Talatahari proposed CSS [19] based on
electrostatic theorems such as Coulomb’s law, Gauss’s law, and
superposition principle from electrostatics andNewton’s laws
of motion. In 2011, Shah-Hosseini proposed Spiral Galaxy-
Based SearchAlgorithm (GbSA) [20]. Jiao et al. [21] proposed
QICA in 2008 based on quantum theory and immune system.
Li et al. [22] proposed CQACO based on quantum theory
and ant colony in 2010. Most recently in 2012, Zhang et
al. [23] proposed IGOA based on gravitational law and
immune system, and Jinlong and Gao [24] proposed QBSO
based on quantum theory and bacterial forging.These major
algorithms along with their modified, improved, and hybrid
versions alongwith the year of proposal are shown in Figure 1.
We have categorized these algorithms with their variants and
their notion of inspiration as follows:

(A) Newton’s gravitational law
(i) Pure physics

(1) CFO
(a) Variant (pure physics)(1) ECFO(2) APO
(a) Variant (pure physics)(1) EAPO(2) VM-APO(3) GSA
(a) Variant (pure physics)(1) BGSA(2)MOGSA
(b) Variant (Semiphysics)(1) PSOGSA(4) GIO

(ii) Semiphysics(1) IGOA
(B) Quantum mechanics

(i) Pure physics(1) QGA
(a) Variant (pure physics)(1) RQGA(2) QGO
(b) Variant (semiphysics)(1)HQGA(2) QEA
(a) Variant (pure physics)(1) BQEA(2) vQEA(3) IQEA

(ii) Semiphysics(1) QPSO(2) QSE(3) QICA(4) CQACO(5) QBSO
(C) Universe theory

(i) Pure physics(1) BB-BC
(a) Variant (pure physics)(1) UBB-CBC(2) GbSA

Physics-inspired algorithms
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Physics-inspired algorithms
10 Journal of Optimization

decreased with parameter !V or increased with parameter !!.
These parameters can be computed as follows:!V = 0.5(1 − iter

itermax
) ,

!! = 0.5(1 + iter
itermax
) , (53)

where iter is the current iteration number and itermax is the
maximum number of iterations.

The CSS algorithm possesses good exploring as well as
exploiting capability of solution domain. Exploitation of CP
is mainly ensured by the resulting electric force %" of any
particle &. Handling of attractiveness and repulsiveness of
resulting force of any CPwith the noble concept of parameter'#" is very effective for exploitation. However, whether CP
is going to explore or exploit the search space depends on
the parameters !! and !V. Higher value of !! implies higher
impact on resulting electric force, which results exploitation
of search space. Whereas higher value of !V implies high
exploration. Initially, values of !! and !V are almost same, but
gradually !! increases and !V decreases. Hence, at the begin-
ning, the algorithmexplores the search space. As in successive
iterations !! increases, gradually the effect of attraction of
good solutions also increases. Thus, the algorithm ensures
convergence towards better solutions.The algorithmdoes not
suffer from premature convergence due high exploration at
the beginning of the algorithm. However, since good solution
attracts others, if initial set of CPs not uniformly distributed
over solution space, then the algorithm may be trapped into
any local optima,.

Applications of this algorithm are mainly related to
structural engineering designs [172–175] and geometry opti-
mization [176].

4. Conclusion

In this paper, we have categorically discussed various opti-
mization algorithms that are mainly inspired by physics.
Major areas covered by these algorithms are quantum theory,
electrostatics, electromagnetism, Newton’s gravitational law,
and laws of motion. This study shows that most of these
algorithms are inspired by quantum computing and signifi-
cant numbers of applications are developed on the basis of
them. Parallel nature of quantum computing perhaps attracts
researchers towards quantum-based algorithms. Another
most attractive area of physics for inspiration is Newton’s
gravitational laws and laws of motion. We have realized that
hybridization of quantum computing and biological phe-
nomenon drawsmost attention these days. As biological phe-
nomenon suggests best strategies and quantum computing
provide simultaneity to those strategies; so merging of both
into one implies better result. In this paper, we have studied
formational aspects of all the major algorithms inspired by
physics. We hope, this study will definitely be beneficial
for new researchers and motivate them to formulate great
solutions from those inspirational theorems of physics to
optimization problems.
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Examples

1) Traveling Salesman Problem (TSP)

Pulse Profiles Complexity of Millisecond Pulsars 11

Table 1. The statistical significance between various complexity
measures computed for isolated and binary MSPs. The p-value
refers to the probability of obtaining the di↵erence between com-
plexity measures computed for isolated and binary MSPs at least
as higher than the computed value.

Measure Binary MSP Isolated MSP p-value(%)

Df (10 cm) 1.08±0.05 1.16±0.04 8.9

Df (20 cm) 1.05±0.02 1.12±0.03 2.2

Df (50 cm) 1.12±0.06 1.21±0.07 8.3

WPE (10 cm) 0.36±0.17 0.51±0.15 7.8

WPE (20 cm) 0.15±0.02 0.21±0.03 4.2

WPE (50 cm) 0.37±0.20 0.39±0.12 43

CMMWPE 1.26±0.05 1.35±0.06 32

CMMWPE
(10 and 20 cm) 1.13±0.15 1.19±0.10 27

CMMWPE
(10 and 30 cm) 1.10±0.10 1.15±0.08 24

CMMWPE
(20 and 30 cm) 1.12±0.13 1.18±0.06 22

tuations behave as decreasing functions versus altitude (Fig.
8). In other words, by decreasing the altitude, the SNR be-
comes e↵ectively low, and therefore, those measures which
are a↵ected by small fluctuations, namely LZA, SE, and
CMSE increase.

We divided the MSPs sample into isolated and binary
sub-samples and applying the complexity measures on these
observed data. Since large fluctuations including main peak
and sub-pulses are our favorite parts of PP, we applied SVD
denoising pre-process to remove noises and keep trends. Ac-
cording to the sensitivity of class 2 complexity measures
to the small fluctuations, they are not suitable measures
to distinguish between di↵erent categories of PPs. On the
other hand, the class 1 complexity measures such as the
Df ⌘ D(q = 0), WPE, and our new measure, CMMWPE,
are the powerful criteria to distinguish between binary and
isolated MSPs (Table 1). Our results confirmed that after
applying SVD for denoising series, the isolated MSPs have
more complex PPs.

Finally, we explored the various complexity parameters
and examined their statistical relation to characteristic
parameters of MSPs. We have found a meaningful anti-
correlation between the complexity of PPs and the flux
density, S1400 when the CMMWPE is considered (Fig. 9).
This result is justified that the decreasing of flux density
and simultaneously, increasing the pulse profile complexi-
ties are both associated with the increase in the emission
altitude (Table 2). If we assume a fixed radiation power,
S1400 for a wider radiation opening angles goes down. A
wider opening angle can include more radiating regions
on the pulsar and this in turn increases the complexity of
the pulse profile, potentially. Therefore, we speculate that
this can explain the anti-correlation between S1400 and the
complexity of PP as is shown in Fig.9

Final remarks are that utilizing the topological data
analysis under the banner of the homology group (Zomoro-
dian 2005; Carlsson 2009) and general implementation of
topological and geometrical measures (Matsubara 2003)
accompanying complex network approaches (Albert &
Barabási 2002; Zomorodian 2016) enable us to get the deep
insight into the physics of MSPs. In addition, our approach
may provide a new routine to estimate the emission altitude
of pulsars (Kijak & Gil 2003; Thomas & Gangadhara 2010).
We plan to examine mentioned ideas in our future studies.
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TSP Algorithm

1) For each given starting point select next 
unvisited destination randomly 

2) Check the conditions of our purpose

A,B,C,D
A,B,D,C
C,D,B,A
D,C,B,A

1) Set the labels of each city to zero to clarify 
the times of visit     

2) Starting from an arbitrary city
3) Traveling to another unvisited city
This can be done either in deterministic or 
stochastic approaches

Exercise: Try to solve TSP according 
to following conditions: 
- Visit twice C-City 
- Visit necessarily C before D



Examples

2) Ising Spin Glasses
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Terminal: General properties

Look at the 
http://facultymembers.sbu.ac.ir/movahed/attachments/Introduction%20to%20command%20Linux.pdf

http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf

- Making alias and unalias  (Local capability):  
Example 1:  ls -> show the list of content in the current location;  

 alias “list” instead of “ls” 
Seyeds-MacBook-Pro-1047:~ sadegh$ alias list=“ls" 
Seyeds-MacBook-Pro-1047:~ sadegh$ unalias list 
 Example 2: making an alias to open a typical program  
Seyeds-MacBook-Pro-1047:Desktop sadegh$ alias math="open 
-a Mathematica"


http://facultymembers.sbu.ac.ir/movahed/attachments/Introduction%20to%20command%20Linux.pdf
http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf


Terminal: General properties

- Making alias and unalias  (Global capability):  
nano (emacs) ~/.bashrc


alias texedit='open -a TextEdit' 

some useful commands
http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf

rm -r —> delete a folder
cp -r —> copy folder
mkdir -p —> create a folder (enforcement)
rm -r ./*/ —> remove the folders inside the folder

to active new alias:  source ~/.bashrc  

http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf


Bash script

Some main questions:
1) What is the Bash script good for?
2) What is the Bash script itself?
3) How can make a Bash script?



What is the Bash script good for?

1) Making recipe; 
2) Including different commends ranging from 

making a folder to call the compiler to 
compile and then run an executive program 
and so on;



Bash script: Structure

#! (shebang (hashbang) character): 
Number sign+ exclamation sign  

#!/usr/bin/env bash 
i=0 
num=100 
for((i=1; i<=num; i++)); do 
mkdir -p sadegh.${i} 
name=sadegh.${i} 
cp danial_story.jpg ${name} 
echo ${name} 
done 

usr: Universal System Resources



Bash script: Structure

#! (shebang (hashbang) character): 
Number sign+ exclamation sign  

#!/usr/bin/env bash 
i=0 
num=100 
for((i=1; i<=num; i++)); do 
mkdir -p sadegh.${i} 
name=sadegh.${i} 
cp danial_story.jpg ${name} 
echo ${name} 
done 

usr: Universal System Resources

To make an executive file:  change the mode via
chmod u+x file.sh



Example 2: Make a bash script to do following 
tasks:
reading from a file and make associated folders 
and plot input data 

Bash script: Example 2



Example 2: Make a bash script to do following 
tasks:
reading from a file and make associated folders 
and move a typical file to each created folder

Bash script: Example 2

#!/usr/bin/env bash 
i=0 
for name in `cat input` ; do 
let "i=i+1" 
C[i]=$name 
echo $name 
mkdir -p $name 
cp danial_story.jpg ${name} 
done 



Example 3: Make a bash script to do following 
tasks:
1) We have 48 text file entitled 1.txt to 48.txt; 
2) We have a file including the name of countries 
and we would like to assign each text file to the 
corresponding country’s name in separated 
folders.  Also we are going to select all available 
pairs (all combinations)
3) Move each two corresponding data to 
associated folder and plot the data in that folder

Bash script: Example 3
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following generalization of the MFs in d−dimension:1034

Ξ≡ 1

Vd

∫

Vd

dVd G(sν ; r⃗, δ,∇δ, ...) (55)

where sν is a functional form of curvatures and ν =1035

0, ..., (d − 1). The G is a general functional form of1036

(sν ; r, δ,∇δ, ...). A reasonable extension of scalar MFs1037

on Euclidean space has been done by introducing a specific1038

functional form for G which is known as the “Minkowski val-1039

uations” (MVs) (McMullen 1997; Alesker 1999; Hug et al.1040

2007). In this regard, we have:1041

W(p,q)
ν ≡ 1

Vd

∫

∂Qϑ

dAd sν

p−times︷ ︸︸ ︷
r ⊗ r ⊗ ...⊗ r

⊗ ∇δ

|∇δ| ⊗
∇δ

|∇δ| ⊗ ...⊗ ∇δ

|∇δ|︸ ︷︷ ︸
q−times

(56)

here ⊗ reveals the tensor product. Accordingly, the vectorial1042

form is derived for (p = 1, q = 0), while the W(p,q)
ν for1043

(p = 0, q = 1) by definition is vanished. Also for rank-21044

tensor form, the condition p + q = 2 should be satisfied in1045

Equation (56).1046

1047

Aϑ(X) ≡
{
X ∈ RD|∂XF(X) = 0

∧
|J (∂Xi∂XjF(X)|ϑ)| well − valued definite

}
(57)

Aϑ(X) ≡
{
(X,X0) ∈ RD; ∃ ϵ > 0 | dX(X,X0) < ϵ ⇒ F(X) = ϑ

∧
F(X) ≥ F(X0)

}
(58)

48!

(2)!(48− 2)!
= 1128 (59)

1048
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Bash script: Example 3

#!/usr/bin/env bash 

i=0 
for name in $(cat list_arrange); do  
 let i=$i+1 
 c[i]=$name 
 #echo $name 
done 
let num=$i 
for ((i=1; i<=$num; i++)); do 
 let k=$i+1 
 for ((j=$k; j<=$num; j++)); do 
  mkdir -p ${c[i]}_${c[j]} 
  cp $i.txt ${c[i]}_${c[j]}/${c[i]}.txt 
  cp $j.txt ${c[i]}_${c[j]}/${c[j]}.txt 
  echo ${c[i]} 
  echo ${c[j]} 
  cd ${c[i]}_${c[j]} 
  python3.6 ../plot.py ${c[i]} ${c[j]} 
  cd .. 
 done 
done 



Example 4: Traveling Salesman Problem (TSP)

Bash script: Example 4

A,B,C,D
A,B,D,C
C,D,B,A
D,C,B,A



Bash script: Example 5

Bash script: Example 6
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Sarmad

https://resevp.sbu.ac.ir/sarmad



Some useful commands

Example 1: we are interested in copying a file 
from our machine to cluster 
scp ./plot.py m_movahed@192.168.220.100:/share/users/
m_movahed/TDA  

Example 2: after finishing our program in the 
cluster, we want to move the results from cluster 
to our local machine 

scp m_movahed@192.168.220.100:/share/users/
m_movahed/TDA/plot1.py .  

Notice: Use “tmux” when you are connected to cluster

mailto:m_movahed@192.168.220.100


Some useful commands: 
tmux command

see the Pooyan’s lectures for more details via
http://ccg.sbu.ac.ir/resources/computers/ 

1) Connecting to the cluster
2) In corresponding terminal type: tmux (pre-installed) to create a 

session
3) tmux LS  (shows a list of sessions)
4) CL+b  %  (splitting vertically the terminal)
5) CL+b  “  (splitting horizontally the terminal)
6) moving between different sessions 

CL+b  arrows (top, down, left, right) 
7) Submitting a job and running a program
8) CL+b d  ——> to  Detach from session
9) tmux a -t <session-ID> 
10) Exit (disconnecting from cluster)
11) To check our job connect to cluster,  tmux LS, tmux a -t 

<session-ID>  
12) To kill the session, tmux a -t <session-ID>, CL+b:  
type kill-session



Some useful commands

Notice: Use “tmux” when you are connected to cluster
after reconnecting use “tmux attach”

 
Example:
while true 
do 
sleep 1 
echo “Hello Dear” 
done 

see the Pooyan’s lectures for more details via
http://ccg.sbu.ac.ir/resources/computers/ 



run your job on a cluster

1) It essentially needs to make the Bash scrip; (see the 
example)

2) Shell managing (terminal managing)

see the end of this file:
http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf

http://facultymembers.sbu.ac.ir/movahed/attachments/computational_all.pdf


Number Representation



Error estimation and propagation


